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A B S T R A C T

Precise regulation of the oxidation degree of graphene oxide (GO) is critical for tailoring its physicochemical 
properties and expanding its applications. In this work, a heart-shaped microchannel was designed to achieve 
controlled GO synthesis via geometry-induced heat-mass-reaction coupling. A multiscale simulation strategy 
integrating the Discrete Phase Model (DPM), Discrete Element Method (DEM), and Reactive Molecular Dynamics 
(RMD) was developed to uncover the underlying mechanism. Increasing the inlet velocity from 0.025 m/s to 1.0 
m/s enhanced the maximum shear rate and wall heat flux, accelerating convective heat transfer and mass mixing 
in the bifurcation and recombination zones. The higher flow velocities induced stronger interparticle and wall 
contact forces, potentially facilitating graphite fragmentation. Experimental results demonstrated that as the flow 
velocity decreases (from 1.0 m/s to 0.025 m/s), the O/C ratio decreases from 0.44 to 0.21, showing good 
agreement with the oxidation trend predicted by the RMD simulations (from 0.43 to 0.28). This study establishes 
a geometry-guided, multiphysics-multiscale framework for the rational design of microchannel systems for 
nanomaterial synthesis.

1. Introduction

Graphene oxide (GO), a two-dimensional carbon material with a rich 
structural composition and high chemical reactivity, has demonstrated 
broad application potential in fields such as flexible electronics, energy 
storage, catalysis, and biomedicine [1–4]. The performance of GO is 
highly dependent on its degree of oxidation, including the type, distri
bution, and content of oxygen-containing functional groups [5,6]. At the 
same loading level, GO with different degrees of oxidation often exerts 
markedly distinct effects on the properties of the resulting composites 
[7]. Therefore, precise control over the oxidation level is critical for the 
rational design and fabrication of functionalized graphene-based mate
rials. Conventional methods for the synthesis of GO primarily rely on 
liquid-phase chemical oxidation, such as the Hummers method and its 
derivatives [8,9]. Marcano et al. enhanced the oxidation efficiency of 
the conventional Hummers method by increasing the dosage of KMnO4 
and conducting the reaction in a 9:1 mixture of H2SO4 and H3PO4 [10]. 
Building on the improved Hummers protocol, Huang et al. adopted a 
one-pot long-duration stirring oxidation approach, which led to highly 
oxidized graphite and the production of GO sheets with large lateral 

dimensions and high surface areas [11]. Chen et al. optimized the 
Hummers method by reducing the use of NaNO3, thereby eliminating 
the emission of toxic NO2/N2O4 gases and streamlining wastewater 
treatment without sacrificing the product yield [12]. However, the 
above-mentioned approaches often suffer from several limitations, 
including longer reaction times, non-uniform oxidation, and poor 
controllability. This fundamental limitation arises from the lack of 
precise control over local reaction environments (such as temperature, 
shear, and mass transport) in conventional liquid-phase systems, 
necessitating the integration of microchannel technologies that offer 
spatiotemporal tunability to overcome these constraints.

Microchannel technology was initially developed for thermal man
agement applications. Liu et al. introduced horizontal and inclined fin 
structures into a dual-layer microchannel and proposed a nested dual- 
layer impinging jet microchannel heat sink, which reduced the sub
strate temperature by 11.30 K, enhanced the Nusselt number by 62.11 
%, and improved the overall heat transfer performance by 18.02 % at Re 
= 165.84 [13]. Sun et al. employed variable-density topology optimi
zation to design multiple inlet-outlet configurations combining parallel 
flow and jet structures, and observed that with increasing jet ratio, the 
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flow behavior transitioned from parallel to jet-dominated, resulting in a 
decline in heat transfer performance [14]. Zhuo et al. developed a 
microchannel heat sink integrating dual-layer nesting, impinging jet, 
and bifurcation structures, achieving a composite heat transfer coeffi
cient as high as 1.355 and demonstrating superior thermal dissipation 
performance [15]. Building upon this design, Shen et al. incorporated 
central fins, flow blocks, and vertical bifurcation structures into the 
system through a combination of numerical simulation and 3D printing, 
and systematically identified the optimal configuration and dimensional 
parameters [16–18].

Recently, microchannel technology has been increasingly adopted in 
chemical synthesis due to its advantages in mass transfer enhancement, 
reduced reaction time, and improved process controllability [19,20]. 
Moreover, the microchannel provides an effective platform for 
observing the thermal behavior of particles in fluid environments [21]. 
Zhu et al. investigated the flow behavior, gas-liquid distribution, and 
mass transfer characteristics of CO2 absorption in sodium glycinate 
aqueous solution within parallel multichannel microreactors using a 
high-speed camera, demonstrating that multichannel microreactors 
exhibit excellent flow uniformity and mass transfer performance [22]. 
Hao et al. achieved the controlled encapsulation of phase change ma
terials (PCMs) into individual microcapsules, enabling precise control 
over capsule size and core-to-shell ratio (i.e., temperature regulation 
capacity) by adjusting the flow rates of the inner and outer phases [23,
24]. Rafique et al. designed a straight microchannel reactor for the 
synthesis of silver-chitosan nanocomposites, enabling control over the 
particle size distribution [25]. Although such linear microchannel 
structures are simple and easy to fabricate, their flow profiles are typi
cally limited to laminar regimes, leading to insufficient mixing and, 
consequently, non-uniform oxidation [26]. Kim et al. developed a 
blade-shaped microfluidic channel integrated with an embedded 
solution-shearing technique [27]. This configuration enabled ultrafast 
(≤5 mm/s) and large-area synthesis of conductive metal-organic 
framework films embedded with high-quality nanocatalysts. While 
this approach improved reaction uniformity to a certain extent, it still 
faced challenges such as limited mixing zones and non-uniform shear 
gradient distribution, making it difficult to finely regulate particle 
behavior at the microscale. Han et al. introduced a vortex-focused 
microfluidic device that generated intense vortices around axisym
metric lipid flows using two conical microchannels [28]. This system 
enabled rapid convective and diffusive mixing between lipid and buffer 
streams, offering precise control over residence time and reaction 
environment. It should be mentioned that such configurations often 
require complex pumping systems and flow control mechanisms, and 
may be prone to particle sedimentation or clogging in solid-liquid sys
tems such as graphite-sulfuric acid reactions. Chai et al. incorporated a 
valve-assisted mixer at the intersection of two microchannels to achieve 
rapid mixing of positively charged chitosan and negatively charged 
lignin solutions [29]. The electrostatic co-assembly between amino 
groups in chitosan and carboxyl groups in lignin facilitated the rapid 
formation of structurally tunable lignin-chitosan nanoparticles. 
Although various microchannel designs have been successfully applied 
in the synthesis of nanomaterials, most of these are tailored for 
liquid-liquid systems and offer limited control over particle dynamics in 
solid-liquid reactions [30]. Therefore, these existing designs fall short of 
meeting the specific demands of GO synthesis, which requires precise 
control over local shear enhancement, heat and mass transfer efficiency, 
and oxidation degree. This highlights the urgent need to develop a 
microchannel structure capable of generating high shear disturbances 
and providing a tunable reaction environment, thereby enabling fine 
regulation of particle behavior and oxidation level during GO synthesis.

A novel heart-shaped microchannel structure was designed in this 
study to enhance fluid mixing efficiency through its unique vortex- 
inducing effect. Compared with conventional straight or serpentine 
channels, this configuration more effectively facilitates interlayer 
intercalation of graphite and diffusion of oxidants, offering the potential 

to overcome the kinetic limitations of the oxidation process [31]. The 
periodic bifurcation-recombination design continuously induces shear 
and perturbation on the particles during flow, thereby significantly 
enhancing local mixing and reaction uniformity. Simultaneously, the 
system allows for tunable residence time and localized force fields, 
enabling the rapid and controllable synthesis of GO with well-regulated 
oxidation degrees. To understand the underlying mechanisms, a 
comprehensive multiphysics-multiscale simulation strategy was devel
oped, integrating macroscopic particle flow modeling, microscale par
ticle mechanics, and atomistic-level reaction simulations. This approach 
provides a theoretical framework for understanding the formation 
mechanism of oxidation-controlled GO. The results revealed that the 
locally induced shear and pressure gradient fields within the micro
channel are the key factors governing particle stress distribution and 
reaction pathways. The simulation results and proposed reaction 
mechanism were experimentally validated by X-ray photoelectron 
spectroscopy (XPS) analysis of GO samples synthesized under different 
flow rates, confirming both the reliability of the model and the accuracy 
of the mechanistic interpretation.

2. Modeling principle and numerical analysis method

2.1. Practical experimental setup and geometric models

This study investigates solid-liquid reactions within a heart-shaped 
microchannel of fixed dimensions, focusing on how varying inlet flow 
velocities influence heat and mass transfer between solid particles and 
the solution, thereby affecting the oxidation degree of the resulting GO. 
Different inlet velocities are tried: 0.025 m/s, 0.1 m/s, 0.25 m/s, 0.5 m/ 
s, and 1 m/s. The schematic illustration of the synthesis process of GO 
via a 7 × 8 heart-shaped microchannel is shown in Fig. 1a. The digital 
image and component composition of the physical object are shown in 
Figure S1. Fig. 1b presents the key planar dimensions of the heart- 
shaped microchannel, which was fabricated on a 120 mm × 120 mm 
glass via an etching process. Fig. 1c schematically illustrates the spatial 
motion of graphite flakes and the shear rate distribution within the 
microchannel, while the motion behavior of graphite flakes within the 
microchannel was captured using a high-speed camera, as shown in 
Fig. 1d It should be noted that the oxidation process was completed 
within 0.5 h, which is approximately 75 % faster than the straight- 
through microchannel system (e.g., >2 h for CO2 absorption in 
Ref. [16]) and over 92 % shorter than the conventional Hummers’ 
method.

2.2. Numerical analysis method

Liquid-solid multiphase flow involves complex interactions between 
the fluid and solid particles, encompassing fluid dynamics, particle 
collisions, heat and mass transfer, and particle fragmentation [32]. The 
Discrete Phase Model (DPM) is commonly employed, which treats par
ticle swarms as quasi-continuous or adjustable fluids under a one-way 
coupling framework [33]. It has the advantages of high computational 
efficiency through direct utilization of high-resolution flow field data 
and intuitive visualization of particle trajectories. However, it fails to 
capture complex inter-particle collisions and friction and is thus inade
quate for modeling particle fragmentation and agglomeration as 
required in this study. The Discrete Element Method (DEM) treats each 
particle as an individual discrete entity and calculates particle motion 
and interactions. By accurately accounting for contact mechanics be
tween particles and between particles and channel walls, DEM enables 
precise simulation of particulate dynamics. In this study, DPM is utilized 
to capture the macroscopic flow trajectories of particles, while DEM is 
introduced to investigate the stress states associated with fragmentation 
and related behaviors [34]. Specifically, the background flow field (e.g., 
velocity, pressure, temperature) is provided by ANSYS Fluent, while 
Rocky is employed to perform detailed modeling of particle-scale 
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behaviors (e.g., motion, collision, and fragmentation) based on this flow 
field. Data exchange between the two solvers is achieved via a CFD-DEM 
coupling interface, synchronizing the flow field and particle information 
at each time step to yield force field data within the microchannel. The 
obtained stress states and contact forces are used as boundary loads or 
initial conditions to simulate bond rupture (oxidation) in localized 
fracture regions using Reactive Molecular Dynamics (RMD), providing 
atomistic-level insights into material behavior and offering theoretical 
support for the observed experimental phenomena. The simulation of 
the continuous phase flow field, along with particle behaviors such as 
motion, collision, rotation, and fragmentation, as well as particle-fluid 
heat exchange, shear-induced thermal flux, microscale force re
sponses, bond breakage, and functional group transformations, is not an 
independent process. Instead, they are interrelated and coupled through 
interface protocols and data exchange mechanisms, collectively influ
encing one another. Accordingly, the mechanistic investigations in this 
study are conducted using a Multiphysics-Multiscale coupled simulation 
strategy.

2.2.1. DPM model
A dual-medium simulation framework is employed to investigate the 

characteristics of solid-liquid mixed flow. The particle phase is modeled 
as a quasi-continuous or deformable fluid. Considering the microscale 
dimensions of the channel, the fluid flow is solved using a laminar flow 
model [35]. Based on the Euler-Lagrange approach, the continuity 
equation for the liquid phase is established, incorporating the mo
mentum conservation law. The mathematical model describing its flow 
behavior is expressed as follows, Eqs. (1–3): 

∂
∂t
(
αf ρf

)
+∇

(
αf ρf uf

)
= 0 (1) 

∂
∂t
(
αf ρf uf

)
+∇

(
αf ρf uf uf

)
= − αf∇p + αf∇τf + αf ρf g (2) 

∂
∂t
(
αf ρf Ef

)
+∇

(
αf ρf Ef uf

)
= − ∇

(
αf τf ⋅uf

)
+ αf ρf g⋅uf − ∇qf + Qf (3) 

αf is the volume fraction of the fluid, ρf is the density of the fluid, and uf is 
the velocity of the fluid. p is the pressure, τf is the stress tensor of the 
fluid, and g is the acceleration of gravity. Ef is the overall energy of the 
fluid, calculated by Ef = ef +

1
2

⃒
⃒uf

2
⃒
⃒, qf is the heat flux density, calcu

lated by qf = − kf∇T (kf is the thermal conductivity of the fluid), and Qf 
is the heat source.

The trajectory of discrete phase particles is predicted by integrating 
the force balance acting on each particle, formulated in a Lagrangian 
reference frame. This force balance equates the particle inertia to the 
sum of forces acting on it, Eq. (4): 

mp
∂up

∂t
= mp

u − up

τr
+ mp

g
(
ρp − ρ

)

ρp
+ F (4) 

mp is the mass of the particle, up is the velocity of the particle, τr is the 
relaxation time, ρp is the density of the particle, and F is the attached 
force. The wall surfaces were assigned a constant temperature of 310 K. 
Although constant wall temperature is an idealized condition, it was 
adopted here to isolate the effect of inlet velocity on heat and mass 
transfer. This simplification facilitates comparative analysis and avoids 
added complexity from variable wall temperatures. The fluid phase was 
modeled using the physical properties of concentrated sulfuric acid, 
while the discrete phase represented graphite-based intercalation com
pounds formed by the reaction of graphite with sulfuric acid and po
tassium permanganate, as summarized in Table 1. The particle diameter 
was uniformly set to 40 μm. The conical inlet of the first heart-shaped 
microchannel unit was defined as the inlet for a solid-liquid mixture at 
a temperature of 275 K, with an inlet velocity varying from 0.025 m/s to 
1 m/s. The outlet was defined as a pressure outlet with a gauge pressure 
of 0 Pa. All external surfaces of the microchannel were assumed to be 
adiabatic, and the channel walls were modeled as glass. A laminar flow 
model was used with a pressure-velocity coupling algorithm. Second- 
order upwind schemes were applied to the discretization of the conti
nuity, momentum, energy, and laminar flow equations. The simulation 
was considered converged when the residuals of the continuity, mo
mentum, and turbulence dissipation equations fell below 10⁻3, and the 
residual of the energy equation fell below 10⁻6.

Fig. 1. (a) Schematics of the experiment setup employed in the microfluidic synthesis of GO and the enlarged microchannel setup; (b) The detailed dimensions of the 
adjacent microchannel; (c) The spatial motion of graphite flakes and the shear rate distribution within the microchannel; (d) The recorded motion behavior of 
graphite flakes within the microchannel.

Table 1 
Material properties employed in DEM.

Materials Density 
(kg/m3)

Heat 
capacity (J/ 
kg⋅K)

Thermal 
conductivity (W/ 
m⋅K)

Viscosity 
(kg/m⋅s)

Concentrated 
H2SO4

1840 1390 0.8 0.00215

Intercalation 
compounds

2000 700 5 0.045

Glass 2500 1200 2.2 /
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2.2.2. DEM model
In the DEM model, all particles within the computational domain are 

tracked using a Lagrangian approach. The translational and rotational 
motions of the particles are governed by the equations of motion, as 
defined in Eq. (5) and Eq. (6), respectively. 

mp
∂vp

∂t
= FC

P + mpg + Ffp
p (5) 

Ip
∂wp

∂t
= Tp (6) 

Vp is the translational velocity of the particle, FC
P is the contact force 

acting on the particle, and Ffp
p is the fluid-particle interaction force. Ip is 

the moment of inertia tensor of the particle, ωp is the angular velocity, 
and Tp is the torque acting on the particle. The contact force consists of a 
force perpendicular to the contact surface and a tangential force, Eq. (7): 

FC
p = FC

p,n + FC
p,t (7) 

FC
p,n is the normal elastic-plastic contact force conducted on the particle, 

and FC
p,t is the tangential contact force. In this coupled approach, the 

governing equations for the fluid phase in Fluent remain applicable, and 
to ensure appropriate coupling, the term Mf in Eq. (2) is replaced by Ffp

p , 
which represents the fluid-particle interaction force. This term captures 
the influence of fluid flow on particle motion. The pressure gradient 
force acting on the particle is given by Eq. (8): 

F∇p = − Vp∇p (8) 

F∇p is the pressure gradient force, and Vp is the volume of the particle. 
Based on probabilistic statistical theory, the Tavares breakage model is 
employed to describe the probability of particle fragmentation, Eq. (9). 

Pb = 1 − exp
[

−
σp

σ0

m
]

(9) 

σp is the maximum principal stress experienced by the particle, σ0 is the 
characteristic stress threshold of the material, and m is the Weibull 
modulus, which reflects the uniformity of the strength distribution. The 
particle shape parameters are listed in Table 2, and appropriate particle 
injection rates are set according to different inlet velocities to ensure a 
consistent total particle count of 3721. The verification of the grid’s 
independence is performed with detailed information provided in 
Figure S2.

2.3. RMD simulation

In this study, reactive molecular dynamics (RMD) simulations were 
employed to investigate interfacial reactions between multiple phases. 
The ReaxFF reactive force field developed by Zhang and Van Duin et al. 
was employed to study the oxidation mechanisms of both pristine and 
defect-containing graphene [36]. A pristine graphene sheet with di
mensions of 22 Å × 15 Å and comprising 120 carbon atoms was con
structed. A single-vacancy defect was introduced by removing one C 
atom, resulting in a 119-atom configuration. Geometry optimization and 
energy minimization were performed using the conjugate gradient al
gorithm, followed by a 100 ps relaxation at 5000 K to obtain a ther
modynamically stable structure. Oxidation simulations were performed 

within the NVT ensemble after equilibration. The graphene sheet was 
centered in a simulation box of 22 Å × 15 Å × 11 Å, with 50 O2 mole
cules randomly placed on both sides. Periodic boundary conditions were 
applied in the x and y directions to simulate an infinite surface, while 
non-periodic reflective boundaries were applied in the z direction to 
confine the gas molecules. Initial atomic velocities were assigned based 
on the Maxwell-Boltzmann distribution. Atomic charges were calculated 
using the charge equilibration method, updated every 10 steps to bal
ance accuracy and computational efficiency. A time step of 0.1 fs was 
employed to capture the oxidation dynamics with high temporal reso
lution. Output data were recorded every 1000 steps, including the 
evolution of oxidation products determined via bond order analysis. The 
entire reaction proceeds through several key stages, illustrated in 
Figure S3. Upon the injection of reactants, the initial defect sites begin 
to expand, accompanied by the onset of oxygen atom grafting. As the 
reactants continue to flow through the heart-shaped microchannel, 
intensive grafting of O atoms occurs, initiating the disruption of the 
carbon layer from the center. This disruption gradually propagates to
ward the edges of the C layer, ultimately resulting in the cleavage of the 
carbon framework. A Python script based on the Pandas library was 
developed to extract species-specific data during the reaction process, 
including O2, CO, CO2, and other C/O clusters.

It is important to note that RMD simulations are intrinsically focused 
on capturing atomistic reaction mechanisms at the nanoscale and on the 
picosecond timescale, and are therefore incapable of directly replicating 
macroscopic flow behavior. The term “simulated flow rate” in this 
context should be regarded as a parameter reflecting the reaction 
advancement rate, used to modulate the interaction frequency and 
chemical reactivity between O2 molecules and graphene. To align the 
RMD simulations with experimental microchannel conditions, five 
representative experimental flow velocities (0.025, 0.1, 0.25, 0.5, and 
1.0 m/s) were correspondingly mapped to relative simulation velocities 
of 10, 40, 100, 200, and 400 m/s. This mapping maintains a consistent 
linear scaling ratio, thereby ensuring the comparability of reaction 
trends between molecular simulations and experimental results.

3. Results and discussions

3.1. Investigation of macroscopic flow behavior

The heating section at the inlet under different flow velocities is first 
studied. Given that the heating surface is identical in all cases and the 
inlet and outlet fluid temperatures remain constant, the heat flux (q) 
generated at the wall is thus positively correlated with the convective 
heat transfer coefficient (h), described by Eq. (10): 

h =
q

Tave − Tf , ave
(10) 

Tave is the average temperature of the heated surface, and Tf, ave is the 
average temperature of the fluid, calculated by Tf , ave = Tin+Tout

2 , Tin and 
Tout are the inlet and outlet temperatures of the fluid, respectively.

The wall heat flux distribution is shown in Figs. 2a-e. Different scales 
are used to visualize the relative spatial distribution of wall heat flux at 
different inlet velocities. The convective heat transfer capacity of the 
fluid increases significantly with the increased inlet velocity. Notable 
enhancement is observed in the conical inlet section and the bifurcation 
region, which is attributed to the specifically designed geometry: 
diameter variations compress the fluid, accompanied by the enhanced 
shear effects and local pressure gradients. Moreover, the splitting and 
recombination structures in the heart-shaped region induce repeated 
stretching and lateral shearing of the fluid [37]. The heat flux along the 
sampling line is collected to facilitate a direct comparison of convective 
heat transfer performance under various inlet velocities, Fig. 2f. When 
the inlet flow rate is 1 m/s, the heat flux at the initial sampling site can 
reach 6.70 × 10–5 W/m2. When the inlet flow rate is 0.025 m/s, the heat 

Table 2 
The summary of the particle shape parameters.

Shape Vertical 
aspect ratio

Horizontal 
aspect ratio

Sharp 
corner 
number

Superquadratic 
rate

Polyhedron 1.5 0.75 25 2
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flux rate at the sampling site is almost zero. As the fluid temperature 
gradually approaches the wall temperature, the heat flux decreases to
ward zero, indicating a convergence in convective heat transfer per
formance [38]. This suggests that although local heat transfer intensity 
varies with flow rate, a well-designed channel ensures that the fluid 
temperature sufficiently approaches the wall temperature, enabling 
effective overall heat transfer.

The variation in fluid temperature during flow is compared, and the 
results are presented in Figs. 3a-e. The number of units required for the 
fluid to reach the intermediate reaction temperature can be determined. 
By comparing the initial units with larger temperature gradients, it is 
obvious that a significant temperature increase primarily occurs in the 
bifurcation region, which is consistent with the previous finding. The 
temperature distribution along the sampling line is shown in Fig. 3f, 
where the reaction temperature is reached sequentially in the 1st, 3rd, 
5th, 6th, and 7th units as the inlet velocity increases. Based on the 
recorded residence time of particles, the corresponding reaction 

durations for the five cases are 133.37 s, 38.57 s, 18.57 s, 8.20 s, and 
4.46 s, respectively. Compared to the widely adopted improved Hum
mers’ method for synthesizing graphene oxide, the intermediate- 
temperature oxidation stage in this approach requires only ~0.5 h, 
representing more than a 13-fold reduction in processing time [12]. The 
particle temperature profiles along the flow path are shown in 
Figure S4, which shares the same trend as the fluid temperature.

The microchannel in this study is modeled as a series of variable- 
diameter circular tubes, and the radial velocity distribution in the 
microchannel follows Eq. (11): 

u(r) =
ΔP
4μL

(
R2 − r2) (11) 

ΔP is the pressure drop, μ is the fluid viscosity, L is the length of the pipe, 
and R is the radius of the pipe. The fluid velocity distribution along the 
flow direction is shown in Figs. 4a-e. By comparing the velocity distri
butions at the sampling cross-section under different inlet velocities, it is 

Fig. 2. The heat flux on the wall with Vinlet of (a) 0.025 m/s; (b) 0.1 m/s; (c) 0.25 m/s; (d) 0.5 m/s; and (e) 1 m/s; (f) Comparison of the surface heat flux distribution 
on the sampling line of various inlet velocities (the x-axis “position” refers to the sampling line drawn along the centerline of the microchannel wall surface, 
Figure S2(b)).

Fig. 3. Temperature distribution of the fluid with Vinlet of (a) 0.025 m/s; (b) 0.1 m/s; (c) 0.25 m/s; (d) 0.5 m/s; and (e) 1 m/s; (f) Comparison of the surface 
temperature on the sampling line of various inlet velocities.
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observed that the maximum velocity consistently occurs at the down
stream end of the conical channel. This is attributed to the compression 
effect caused by the diameter reduction in the conical section. Fig. 4f 
compares the velocity profiles at the sampling location, showing that in 
a series of identical heart-shaped units, the velocity consistently follows 
the same variation pattern. The maximum velocity-increasing rates in 
the microchannel are 620 %, 570 %, 536 %, 508 %, and 476 %, 
respectively. This trend can be attributed to the nonlinear characteristics 
of laminar flow within confined geometries. At relatively low velocities, 
the conical and bifurcated structure of the microchannel introduces 
strong local pressure gradients and shear deformation, leading to more 

pronounced fluid acceleration. However, inertial effects begin to 
dominate as the inlet velocity increases, and the relative contribution of 
geometric features to flow acceleration becomes less significant [39]. 
Additionally, higher flow rates result in thinner boundary layers and 
more uniform velocity profiles, further reducing the sensitivity of 
maximum velocity enhancement. This suggests that the passive flow 
control capability of the microchannel geometry becomes saturated at 
elevated flow conditions, which is critical for optimizing design pa
rameters in microfluidic applications targeting heat or mass transfer 
enhancement. The particle velocity exhibits a similar trend, Figure S5. 
Notably, as the inlet velocity increases, particles tend to gradually shift 

Fig. 4. Flow velocity distribution of the fluid with Vinlet of (a) 0.025 m/s; (b) 0.1 m/s; (c) 0.25 m/s; (d) 0.5 m/s; and (e) 1 m/s; (f) Comparison of the flow velocity 
distribution on the sampling line of various inlet velocities.

Fig. 5. Velocity distribution on the transverse section of the microfluidic channel with the Vinlet of (a) 0.025 m/s; (b) 0.1 m/s; (c) 0.25 m/s; (d) 0.5 m/s; and (e) 1 m/ 
s; (f) Comparison of the flow velocity distribution on the sampling line of various inlet velocities.
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toward one side of the heart-shaped units due to inertial effects and 
slight asymmetries in the microchannel geometry, rather than passing 
through uniformly, thereby increasing the risk of clogging.

A radial cross-section of the channel is selected, and three repre
sentative velocity profiles within the heart-shaped unit are investigated 
with the results presented in Figs. 5a-e. The cross-section locations are 
indicated in Fig. 5f. According to the Poiseuille theory for the laminar 
flow of Newtonian fluids in circular pipes [40], the shear rate distribu
tion is given by Eq. (12): 

γ̇(r) =
4V
R2 r (12) 

γ̇(r) is the shear rate at the radial position of r, V is the average velocity, 
and r is the radial distance from the center of the circular pipe. The 
velocity in the central region of the pipe increases significantly from 
0.18m/s to 5.76 m/s with the increased inlet velocity, while the near- 
wall velocity is always close to zero, as shown in Figs. 6a-e. It leads to 
an increasing velocity gradient between the center and the wall, which 
in turn results in an elevated shear rate. The increased shear rate in
tensifies interlayer slip within the fluid, thereby enhancing the scouring 
effect and promoting both linear propulsion and rotational motion of 
suspended solid particles [41]. For Newtonian fluids, the shear stress 
and shear rate exhibit the following linear relationship, Eq. (13): 

τ = μγ̇ (13) 

μ is the dynamic viscosity of the fluid. As the shear rate increases, the 
shear force exerted by the fluid on the particles also increases, facili
tating improved separation between particles and enhancing the overall 
reaction efficiency.

The realistic wall shear models under various velocities in micro
fluidic microchannels are presented in Figure S6. The maximum wall 
shear stress occurs at the downstream end of the conical section when 
the flow velocity is 1 m/s. The shear stress increases with the develop
ment of fluid flow within the channel, and its variation is closely 
correlated with the local velocity at the wall. This stress partially reflects 
the shear intensity between the fluid and the channel and can be used to 
predict potential clogging phenomena and channel wall erosion during 
flow.

3.2. Force analysis of the particle

To further investigate the relationship between microscale particle 
reaction kinetics and force field distribution, a high-fidelity numerical 
simulation was performed on the final heart-shaped microchannel unit 
that reached the required intermediate reaction temperature, using a 
bidirectionally coupled DPM and DEM. Particles are treated as discrete 
physical entities, whose motion is governed by multiple forces, 
including pressure gradient force, viscous drag, inter-particle contact 
force [42], and fluid inertia. The DPM resolves the influence of the fluid 
field on particle motion by tracking particle trajectories within the 
Euler-Lagrange framework, while the DEM accounts for inter-particle 
interactions such as collision, rolling, and friction, thereby capturing a 
more realistic representation of microscale transport processes. The 
mechanical data of particles throughout their traversal of the unit were 
recorded and analyzed. Figs. 6a-e present the temporal evolution of the 
maximum and minimum pressure gradient forces experienced by par
ticles during the flow process. The four vertical dashed lines in the fig
ures correspond to key event points: (i) particle entry into the bifurcated 
region, (ii) complete particle entry, (iii) partial particle exit, and (iv) 
complete particle exit. These events effectively divide the particle mo
tion into distinct stages and facilitate analysis of the spatiotemporal 
evolution of particle-force interactions. From the mechanical response 
perspective, the pressure gradient force on the particles rises sharply 
during the initial entry stage into the bifurcated region, indicating a 
strong driving force induced by fluid streamline bending and local ac
celeration. Once all particles have fully entered the structure, the min
imum pressure gradient force rises to a non-zero value, suggesting that 
the particles remain continuously subjected to external forces, without 
stagnation or retention. This observation confirms the capacity of the 
specific structure to maintain a persistent force field acting on the par
ticles throughout their passage.

It is important to emphasize that the pressure gradient force not only 
governs the velocity distribution and trajectory evolution of particles 
within the microchannel but also directly influences their relative mo
tion. This affects the interfacial area and the spatial distribution of 
chemical reactions in turn. It has been reported that the pressure 
gradient force is one of the key physical mechanisms responsible for 
forming efficient mixing zones, enhancing mass transfer flux, and 
accelerating local reaction rates in microscale multiphase flow systems 
[43,44]. The maximum value of the average pressure gradient force is 

Fig. 6. Statistics of the maximum/minimum pressure gradient force experienced by all particles as they flow through the microfluidic channel with the Vinlet of (a) 
0.025 m/s; (b) 0.1 m/s; (c) 0.25 m/s; (d) 0.5 m/s; and (e) 1 m/s; (f) Everage pressure gradient force experienced by all particles as they flow through the microfluidic 
unit with various inlet velocities.
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summarized in Fig. 6f. With the increase of the inlet flow velocity, the 
positions where the peak value of the pressure gradient force occurs are 
the same, reaching the highest when the particles enter the heart-shaped 
bifurcation part, demonstrating the enhancing effect of this structural 
design on mass transfer. Notably, with increasing inlet flow velocity, the 
maximum pressure gradient force exhibits a monotonic rise, whereas the 
minimum counterpart displays a non-monotonic trend. This behavior is 
primarily attributed to the reconstruction of local flow fields within the 
heart-shaped microchannel. At intermediate velocities (0.25–0.5 m/s), 
the bifurcation-recombination regions are more susceptible to recircu
lation and flow separation, leading to intensified local adverse pressure 
and consequently more negative pressure gradient forces. In contrast, at 
higher velocities (1.0 m/s), the enhanced kinetic energy of the main
stream suppresses the development of recirculation zones, resulting in a 
reduced absolute value of the local minimum. This transition highlights 
the nonlinear interplay between shear-dominated and 
inertia-dominated transport mechanisms within the microchannel.

3.3. Microscopic bond breaking and formation investigation via RMD

Figs. 7a-e show the temporal evolution of the O/C ratio during the 
oxidation of graphite under five distinct simulated flow velocity condi
tions via RMD. Based on the slope transitions and inflection points of the 
O/C curves, in conjunction with abrupt changes in reaction rate, the 
oxidation process can be categorized into three distinct stages. Stage I 
(blue region) corresponds to the initial phase, characterized by physical 
adsorption and preliminary dissociation of oxygen molecules on the 
graphite surface or defect sites. Due to a relatively high kinetic barrier, 
the O/C ratio increases slowly, indicating an induction period. Stage II 
(red region) marks a significant acceleration in the reaction rate, during 
which extensive cleavage of C–C bonds occurs, creating numerous 
reactive vacancies. The oxidation proceeds intensively with copious 
formation of C–O and C = O, leading to a sharp increase in the O/C 
ratio. Stage III (green region) represents the saturation stage, where the 
O2 concentration decreases. The system transitions to secondary re
actions predominantly involving C = O formation, with a gradual 
decline in reaction rate and a plateau in the O/C curve. The evolution of 
the O/C curves under varying flow rates reveals substantial shifts in the 
temporal distribution of each reaction stage as the flow velocity in
creases. As the reaction proceeds, the oxidant is nearly depleted, leading 

the system into a regime dominated by thermally induced structural 
fluctuations. In this period, C–C bond cleavage occurs infrequently, and 
the process is primarily governed by the scattering and recombination of 
C–O chain segments. These transformations involve the dynamic as
sociation and dissociation of basic C–O species, including CO, CO2, and 
various C–O clusters, reflecting the intrinsic thermodynamic behavior 
of a highly disordered carbonaceous matrix. Fig. 7f provides a quanti
tative comparison of the temporal proportions of each stage under 
different flow velocities. It indicates that at lower flow velocities, Stage 
III dominates the oxidation timeline: for instance, at the lowest velocity 
(10 m/s), it accounts for up to 46 %, whereas at the highest velocity (400 
m/s), its proportion contracts sharply to only 16 %. This suggests that 
under low flow conditions, O2 exhibits prolonged residence times on the 
graphite surface, enhancing its interaction at defect sites and facilitating 
deeper oxidation, ultimately resulting in higher oxidation degrees (e.g., 
O/C ratio up to 0.43). In contrast, at high flow velocities, O2 swiftly 
passes over the graphite surface and is expelled before sufficiently 
engaging in the reaction, leading to premature termination and signifi
cantly reduced oxidation levels (with O/C ratio as low as 0.28). Notably, 
the relative proportion of Stage II increases with flow velocity, indi
cating that oxidation reactions become more temporally concentrated 
and exhibit strong transient reactivity at high flow rates. However, due 
to limited subsequent reaction time, the final oxygen incorporation re
mains lower. Therefore, the ultimate oxidation extent is governed by the 
combined effects of flow velocity and O2 residence time.

3.4. Experimental characterization of the synthesized GO

XPS is performed to investigate the effect of flow rate on the oxida
tion degree of the synthesized GO. Fig. 8a presents the wide-scan XPS 
spectra, where two dominant peaks corresponding to C 1 s and O 1 s are 
observed at approximately 285 eV and 532 eV, respectively. At the low 
flow rate of 0.025 m/s, the O/C ratio is approximately 0.44, attributed to 
the prolonged contact time between the oxidant and graphite flakes 
within the microchannel, which facilitates more efficient grafting of 
oxygen-containing functional groups. In contrast, at the high flow rate of 
1.0 m/s, the O/C ratio decreases to approximately 0.21 due to the 
reduced residence time, which limits the extent of oxidation and de
creases oxygen incorporation efficiency. The tunable range of oxidation 
could reach up to 110 %, markedly surpassing that of vortex-focusing 

Fig. 7. Temporal evolution of the O/C ratio on the graphite surface under simulated O2 flow velocities of (a) 10 m/s, (b) 40 m/s, (c) 100 m/s, (d) 200 m/s, and (e) 
400 m/s by RMD; (f) Comparative analysis of the time fractions associated with each reaction stage under different simulated O2 flow velocities.

Y. Li et al.                                                                                                                                                                                                                                        International Journal of Heat and Mass Transfer 255 (2026) 127802 

8 



devices (±5 % variation in liposome synthesis, Ref. [22]) and blade-type 
channels (constrained regulation efficiency in MOF synthesis, Ref. [21]). 
The oxidation data in XPS characterization show a similar trend with the 
RMD simulation results, supporting the validity of the proposed 
multiphysics-multiscale simulation strategy. Figs. 8b-f present 
high-resolution C 1 s spectra fitted under various flow conditions, 
revealing the relative contents of different carbon species in the GO 
structure. The spectra primarily include five carbon components corre
sponding to distinct chemical environments: sp2-hybridized C (~283.9 
eV), sp3-hybridized C (~284.8 eV), C–O (~286.1 eV), and C = O 
(~288.4 eV). The fitting results indicate that decreasing the flow rate 
enhances the intensity of oxygen-containing groups such as C–O and C 
= O, while the proportion of sp2-hybridized carbon decreases, con
firming that lower flow rates favor surface oxidation and functionali
zation of graphene sheets. Notably, the C–O content exhibits a gradual 
increase with longer residence times, whereas the C = O content shows 
an irregular trend. This can be attributed to the shear forces and tur
bulent vortices within the microchannel, which promote uniform 
oxidant penetration and facilitate the homogeneous formation of C–O 
groups. However, C = O groups are typically located at the edges of 
graphene sheets, where carbon atoms are less abundant and more 
readily saturated by oxidation in the early stages. As a result, their 
subsequent growth is limited, leading to discontinuous or 
non-monotonic changes in their relative content.

At the flow velocity of 1.0 m/s, the O/C ratio predicted by the RMD 
simulations is 0.28, whereas the XPS measurement yields a value of 
0.21, resulting in a deviation of approximately 25 %. This discrepancy 
primarily arises from the simulation’s omission of the edge-carbon 
saturation effect in graphene. High-resolution C 1 s spectra (Fig. 8c) 
confirm that C = O preferentially occupy edge sites under low flow 
conditions, accounting for 28 % of the total carbon species, thereby 
restricting further oxidation during the recombination stage (a condition 
that is not adequately represented in the current RMD simulations). 
Despite this deviation, the simulation framework effectively captures 
the overall trend and mechanism of flow-induced oxidation, validating 
its utility in guiding microfluidic reaction system design.

4. Conclusions

To sum up, a heart-shaped microchannel was designed and suc
cessfully employed for the rapid and controllable synthesis of GO with 
tunable oxidation degrees. The intermediate-temperature oxidation 
stage in this method only takes approximately 0.5 h, which is over 13 
times shorter than the processing time of the traditional strategy. By 
adjusting the inlet flow rate, experimental results revealed a strong 
correlation between the O/C ratio of the product and the residence time, 
confirming the significant role of channel geometry in flow regulation 
and reaction control. A multiscale-multiphysics strategy was estab
lished, enabling cross-scale modeling from macroscopic fluid dynamics 
to microscale reaction pathways. As the inlet velocity increased from 
0.025 m/s to 1.0 m/s, the wall heat flux within the microchannel was 
significantly enhanced (with a maximum value up to 6.70 × 10⁻5 W/ 
m2), and the centerline velocity increased to 5.76 m/s. The conical inlet 
and heart-shaped bifurcation regions induced pronounced shear and 
mixing effects, thereby promoting heat transfer and reactant contact 
efficiency. Under high flow conditions, the resulting interlayer stresses 
were sufficient to induce graphite flake exfoliation and increase the 
exposed reactive surface area. The O/C ratios obtained from RMD sim
ulations (0.43–0.28) show good agreement in trend with XPS mea
surements (0.44–0.21), confirming the consistency between predicted 
and experimental oxidation behavior. The deviation mainly arises from 
the simulation’s omission of edge-carbon saturation effects, leading to 
an overestimation of reoxidation in the later stages. This study system
atically elucidates the role of heart-shaped microchannel geometry in 
the controllable synthesis of graphene oxide from three perspectives: 
structural design, cross-scale simulation, and experimental validation. 
While the current work focuses on GO synthesis, the proposed frame
work can be extended to reactions such as exfoliation, hydrothermal 
growth, or crystallization. Future efforts will focus on local field vali
dation and integration with real-time sensing technologies.
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